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Transformers

Why it works? 

[A. Vaswani et al, Attention is all you need, NeurIPS’17]



Problem Setting

Contextual tokens

𝑥! 𝑥" 𝑥#$! 𝑥# 𝑥#%!
Last/query token Next token

Self-attention

Normalization

Decoding & Softmax "𝒖# = %
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Self-attention

𝑈 = 𝒖!, 𝒖", …𝒖) #:  token embedding matrix
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Objective:



Reparameterization

• Parameters 𝑊1 ,𝑊2 ,𝑊3 , 𝑈 makes the dynamics complicated. 

• Reparameterize the problem with independent variable 𝑌 and 𝑍
• 𝑌 = 𝑈𝑊(

'𝑈'

• 𝑍 = 𝑈𝑊*𝑊+
'𝑈' (pairwise logits of self-attention matrix)

• Then the dynamics becomes easier to analyze



Training dynamics of Y and Z

Here 𝑍	 = 𝒛,, 𝒛-, … , 𝒛. ', each 𝒛/ ∈ ℝ. is the attention score for query/last token 𝑚:

Training Dynamics:

𝑍 = 𝒛!

𝒛!: All logits of the contextual tokens 
when attending to last token 𝑥" = 𝑚�̇� = 𝜂*LN 𝑋#𝒃# 𝒙#%! − 𝜶 #

�̇� = 𝜂+𝒙# 𝒙#%! − 𝜶 #𝑌#
𝑃,"𝒃"
.

𝑋#𝒃# "
𝑋#diag 𝒃# 𝑋



Major Assumptions

• No positional encoding
• Sequence length 𝑇 → +∞
• Learning rate of decoder 𝑌 larger than self-attention layer Z (𝜂@ ≫ 𝜂A) 
• Other technical assumptions 



Data Distribution

ℙ(𝑙|𝑚#, 𝑛#)
𝑚#

𝑛#
𝑛$

𝑚$
𝑛%
𝑛&

Last token 𝑥"  Next token 𝑥"'# 
Contextual tokens 𝑥( (1 ≤ 𝑡 ≤ 𝑇 − 1)

Sequence 
Classes

Question: Given the data distribution, how does the self-attention layer behave?

Assumption: 𝑚 = 𝜓(𝑛), i.e., no next token shared among different last tokens

ℙ 𝑙 𝑚, 𝑛 = ℙ 𝑙 𝑛  is the 
conditional probability of 
token 𝑙 given last token 𝑥! = 𝑚 
and 𝑥!"# = 𝑛 

𝑥( ∈ [𝑀] for 1 ≤ 𝑡 ≤ 𝑇
𝑥"'# ∈ [𝐾]
𝐾 ≪ 𝑀

Common tokens: There exists multiple 𝑛 so that ℙ(𝑙|𝑛) > 0
Distinct tokens: There exists unique 𝑛 so that ℙ(𝑙|𝑛) > 0



Overall Picture of the Training Dynamics

Seq class
(𝑚, 𝑛#)	

Seq class
(𝑚, 𝑛$)	

Distinct 
Token

Common 
Token

�̃�)|C&

�̃�)|C.

�̃�)|C& : = ℙ 𝑙 𝑚, 𝑛, exp(𝑧/))

At initialization

Initial condition: 𝑧/) 0 = 0

𝑍 = 𝒛!

𝒛!: All logits of the contextual tokens 
when attending to last token 𝑥" = 𝑚

Co-occurrence probability 



Overall Picture of the Training Dynamics

Seq class
(𝑚, 𝑛#)	

Seq class
(𝑚, 𝑛$)	

�̃�)|C&

�̃�)|C.

Common Token Suppression

(a) ̇𝑧JK < 0, for common token 𝑙



Overall Picture of the Training Dynamics

Seq class
(𝑚, 𝑛#)	

Seq class
(𝑚, 𝑛$)	

�̃�)|C&

�̃�)|C.

(a) ̇𝑧JK < 0, for common token 𝑙

(b) ̇𝑧JK > 0, for distinct token 𝑙

Winners-emergence

Learnable TF-IDF (Term Frequency, 
Inverse Document Frequency)



Overall Picture of the Training Dynamics

Seq class
(𝑚, 𝑛#)	

Seq class
(𝑚, 𝑛$)	

�̃�)|C&

�̃�)|C.

Winners-emergence

(a) ̇𝑧JK < 0, for common token 𝑙

(b) ̇𝑧JK > 0, for distinct token 𝑙

(c) 𝑧JK(𝑡) grows faster with 
larger ℙ 𝑙 𝑚, 𝑛



Overall Picture of the Training Dynamics

Seq class
(𝑚, 𝑛#)	

Seq class
(𝑚, 𝑛$)	

�̃�)|C&

�̃�)|C.

Theorem 3 Relative gain 𝑟)/)!|, 𝑡 ≔
̃."|$
% (
̃."!|$
% (

− 1 has a 

close form:

𝑟)/)/|C 𝑡 = 𝑟)/)/|C 0 𝜒)(𝑡)

If 𝑙/ is the dominant token: 𝑟)&/)|, 0 > 0 for all 𝑙 ≠ 𝑙/ 
then
 

𝑒-K012
. (L)M0 N ≤	𝜒)2(𝑡) ≤ 𝑒-M0 N

where 𝐵, 𝑡 ≥ 0 monotonously increases, 𝐵, 0 = 0

(c) 𝑧/)(𝑡) grows faster with larger ℙ 𝑙 𝑚, 𝑛
Winners-emergence



Overall Picture of the Training Dynamics

Seq class
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If 𝑙/ is the dominant token: 𝑟)&/)|, 0 > 0 for all 𝑙 ≠ 𝑙/ 
then
 

𝑒-K012
. (L)M0 N ≤	𝜒)2(𝑡) ≤ 𝑒-M0 N

where 𝐵, 𝑡 ≥ 0 monotonously increases, 𝐵, 0 = 0

(c) 𝑧/)(𝑡) grows faster with larger ℙ 𝑙 𝑚, 𝑛Contextual 
Sparsity
(query-dependent)

Winners-emergence



Overall Picture of the Training Dynamics

Seq class
(𝑚, 𝑛#)	

Seq class
(𝑚, 𝑛$)	

�̃�)|C&

�̃�)|C.

Attention frozen
Theorem 4 When 𝑡 → +∞, 

𝐵/ 𝑡 ∼ ln 𝐶0 + 2𝐾
𝜂1
𝜂*
ln"

𝑀𝜂*𝑡
𝐾

Attention scanning: 
          When training starts, 𝐵/ 𝑡 = 𝑂(ln 𝑡)

Attention snapping: 
           When 𝑡 ≥ 𝑡0 = 𝑂 "2 34)

5$
, 𝐵/ 𝑡 = 𝑂(ln ln 𝑡)

(1) 𝜂0 and 𝜂1 are large, 𝐵, 𝑡  is large and attention is sparse

(2) Fixing 𝜂0, large 𝜂1 leads to slightly small 𝐵, 𝑡  and 
denser attention 

Contextual 
Sparsity
(query-dependent)



Overall Picture of the Training Dynamics

Seq class
(𝑚, 𝑛#)	

Seq class
(𝑚, 𝑛$)	

�̃�)|C&

�̃�)|C.

Attention frozen

Larger learning rate 𝜂% leads to faster phase transition



Overall strategy of the theoretical analysis

Here

• The power of infinite sequence length 𝑇 → +∞

Define 𝒇,: = 𝒇!,,: = 𝒄!,,/ 𝒄!,, $ a ℓ$-normalized version of 𝒄!,,.

Y

Z

𝒇,

normalize



Overall strategy of the theoretical analysis

• Since 𝜂@ ≫ 𝜂A , we analyze the dynamics of decoder Y first, treating the 
output of Z as constant. 

• The analysis gives backpropagated gradient:



Overall strategy of the theoretical analysis

• Given the backpropagated gradient, we can analyze the behavior of the 
self-attention layer. 



Visualization of 𝑐!
𝜂& = 𝜂' = 1 𝜂& = 10, 𝜂' = 1

SGD
dynamics

Adam
dynamics

𝜂& = 𝜂' = 0.1 𝜂& = 𝜂' = 0.5 𝜂& = 𝜂' = 1



Simple Real-world Experiments
WikiText2 (original parameterization)



More ongoing experiments

• YZ parameterization works in WikiText2 
• Work even in multi-layer setting
• Performance drops if stacking >3 layers
• Higher perplexity than vanilla Transformer (embedding plays important role)

• Residual connection is important
• Local distinct / common tokens



Conclusions

• Take home message
• Dynamics of self-attention leads to contextual sparsity
• Key tokens that do not co-occur a lot with the query token are suppressed. 

• Future works
• Why such sparsity is important for learning?
• How to add embedding back? 
• Does understanding the dynamics of Transformer require understanding the 

dynamics of MLPs?



Thanks!


