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Optimization with Guarantees

Almost	Any

Convex Objective
Matrix Factorization
Eigenvalue decomposition
Linear programming
…
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Optimization we want to understand

Non-Convex Objective
(e.g, neural networks)

No guarantees
NP-hard
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How about modeling data distribution?

Specific distribution

Simple Objective Complicated Objective
General Data Distribution

Many Guarantees
Not feasible/NP-hard

Specific Data Distribution ？
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Almost	Any



Example: Image Alignment

Deformed image

Landmark estimation

Template

A	Globally	Optimal	Data-Driven	Approach	for	Image	Distortion	Estimation,	Y. Tian and S. Narasimhan,	CVPR	2010
Hierarchical	Data-Driven	Descent	for	Efficient	Optimal	Deformation	Estimation,	Y. Tian and S. Narasimhan,	ICCV	2013



Example: Image Alignment

Non-convex	objective

Deformed image

Landmark estimation

Template
Method Sample complexity

Gradient	descent Local optimality
Nearest	Neighbor

To	achieve																												:	



Example: Data-Driven Descent

Training images 

O

Deformed Image

Nearest Neighbor



Example: Data-Driven Descent

Training images 

O

Deformed Image



Example: Data-Driven Descent

Training images 
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Example: Data-Driven Descent

Training images 

O

Deformed Image



Example: Data-Driven Descent

Training images 

O

Deformed Image



Example: Data-Driven Descent

Method Sample complexity
Gradient	descent Local optimality
Nearest	Neighbor
[Y. Tian and S.

Narasimhan,	CVPR	10]
[Y. Tian and S.

Narasimhan,	ICCV	13]

How about deep models?

To	achieve																												:	

O



This	paper

1
1

1

j
Student	
network

Teacher
network

E
x

J(x;w) =
1

2
E
x

⇥
kg(x;w⇤)� g(x;w)k2

⇤
population	objective



Related	Works

• Independence	of	Activations / Path / Weights

Add noise to make
them independent

Path1
Path2

The	Loss	Surfaces	of	Multilayer	Networks,
A. Choromanska et al, AISTATS 2015

No	bad	local	minima:	Data	independent	training	
error	guarantees	for	multilayer	neural	networks,
D. Soudry and Y. Carmon



Gaussian Assumption
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An	Analytic	Formula for a single hidden node

Close-form	Population	Gradient:

Linear	component.	 Nonlinear	component	
due	to	ReLU	gating

1



An	Analytic	Formula
1
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Close-form	Population	Gradient:



Derivation

Globally	Optimal	Gradient	Descent	for	a	ConvNet with	Gaussian	Inputs,
A. Brutzkus and	A. Globerson, ICML 2017

Kernel	Methods	for	Deep	Learning, Y. Cho	and	L. K.	Saul, NIPS 2009
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Critical	Point	Analysis

Principal	Plane

K-dimensional space

Teacher



Critical	Point	Analysis

Principal	Plane

K-dimensional space

In-plane: All wj 2 ⇧⇤

In-plane
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Critical	Point	Analysis

Principal	Plane

K-dimensional space

w1

w2 w3

Student Teacher

Out-of-plane

Out-of-plane: Any wj 2 ⇧⇤



Critical	Point	Analysis (Out of plane)
If	P	is	critical	point,	so	does	P’	and	P’’	

Why	we	have	such	structure?

Principal	Plane

K-dimensional space

w1

w2

w3



Critical	Point	Analysis (Out of plane)

Infinitesimal	Rotation

Principle Plane invariant under rotation

Critical point

è Invariant Objective

Infinitesimal transformation

Critical point

How to prove?

Principal	Plane

K-dimensional space



Critical	Point	Analysis (In-plane)

Principal	Plane

K-dimensional space

In-plane
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Is this a critical point?



Critical	Point	Analysis (In-plane)
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Critical	Point	Analysis (In-plane)
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Critical Point Analysis (In-plane)
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Critical Point Analysis (K=2)

Not a critical point
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Convergence	Analysis	(single	node)

O

Convergent region
kw�w⇤k < kw⇤k
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Convergence	Analysis	(single	node)

O

Sample
region

Convergent region
kw�w⇤k < kw⇤k

Successful samples

Sampling	Strategy

w⇤

Large Negligible	probability

Small Locally	hyperplane:	p	~1/2



Convergence	Analysis	(single	node)

O

Sample
region

Convergent region
kw�w⇤k < kw⇤k

Successful samples
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Convergence	Analysis	(multiple	nodes)
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Condition	1:	Symmetric	weights:

Condition	2:	Orthonormal	ground	truth	weights:

One	special	case	of	Cond1	+	Cond2:
Non-overlapping	shared	weights	

Condition	3:	Initial is in-plane



Convergence	Analysis (multiple	nodes)

Reduce	to	2D	system	(x,	y) under	the	basis	of	



2D dynamics

How to prove?

1. Prove the region is convergent
2. Prove within the region, there is no critical point except for (1, 0)

(via reparametrization)



Spontaneous	Symmetry	Breaking

Converges	to	

Converges	to	saddle

Converges	to	permutation	of	



Numerical Experiments

w
O

✓

e



Numerical Experiments

Gaussian	Distribution Uniform	Distribution



Numerical Experiments	(2D	dynamics)



Summary

• An analytic form of population gradient for 2-layered ReLU network
with Gaussian input
• Critical Point Analysis
• Out-of-plane
• In-plane

• Convergence Analysis
• Single node
• Multiple node (special symmetric case)



Future	Work
• Non-Gaussian	Case?

• Multilayered	nonlinear	network

E
x

[F (e,w)] = A(✓)w + kwkB(✓)eIsotropic:

More general distributions?
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